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ABSTRACT
This paper investigates the security vulnerabilities of prompt-learning-
based FL systems in a healthcare setting. Specifically, we use a
backdoor attack that leverages learnable prompt vectors in vision-
language medical foundation models to execute stealthy adversarial
manipulations. We evaluate our attack across diverse healthcare
datasets and FL configurations, showing that while FL is useful
as a privacy-preserving mechanism, it is susceptible to targeted
backdoor attacks that pose a threat to medical applications.
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1 INTRODUCTION
Federated Learning (FL)[5] is a decentralized, privacy-preserving
machine learning (ML) approach where data remains on partici-
pants’ devices, and only model updates are shared with a central
server for aggregation. Federated Learning has gained traction in
consumer applications (e.g., Gboard[1], Siri[6]) and is also promis-
ing for healthcare, where regulations like HIPAA facilitate collab-
orative medical diagnosis[8] without exposing sensitive patient
data. Despite its privacy benefits, FL does not guarantee complete
security, as participants can manipulate updates to influence global
model training, potentially leading to targeted attacks on specific
data features or samples [2].

Until recently, FL was mainly based on unimodal models (which
process a single data type, like text or images) and image classifi-
cation models. However, with the surge in natural language pro-
cessing (NLP) and multimodal models, the research community has
started incorporating NLP and multimodal models in FL [3]. One
such widely used model is the CLIP model [7] by OpenAI, which
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caters to both image and text modalities. Since these foundation
models are large in size, they incur a substantial computation and
communication overhead if the entire local model is sent across to
the server for aggregation. Recently, prompt learning has been pro-
posed as a computationally efficient alternative to full-finetuning of
foundation models [9]. Instead of manually designing fixed textual
prompts for the text encoder of CLIP, a prompt learner is a small,
trainable module that optimizes prompts in a data-driven manner.
It is prepended to the input while keeping the rest of the model
frozen, reducing computational overhead.

Given all this existing work, a promising research question is:
“How does introducing a prompt-learning module affect the security
of a healthcare FL system?". Backdoor attacks in centralized ML
and prompt learners in FL are studied, but their impact in prompt-
learning-based FL remains open. In this paper, we take the prac-
tical use-case of medical foundational models in healthcare [4] as
targeted backdoor attacks pose a significant threat to medical di-
agnosis, e.g., tricking a model into classifying a COVID patient as
healthy by embedding a trigger into the COVID X-ray. This study
aims to explore the vulnerability landscape of such models to under-
stand the attack surface better, ultimately aiding us in developing
more robust defenses against backdoor attacks on medical models
and prompt-learning-based FL in general.

2 BACKDOOR ATTACKS ON PROMPT
LEARNING IN FL

Our FL systemmodel consists of devices running foundationmodels
such as CLIP in a healthcare setting. Only the prompt-learning mod-
ule is updated and shared with the aggregator, which significantly
reduces communication and computational overhead, making it
ideal for resource-constrained edge devices.
Threat Model:We consider a data poisoning adversary who injects
trigger patches into training data, causing the model to misclassify
specific inputs while maintaining overall performance. The attacker
aims to insert subtle, hard-to-detect backdoor triggers, challenging
detection and mitigation. The adversary aims for the targeted at-
tack to misclassify inputs with certain patch triggers, also called
backdoored inputs. The rest of the samples are called clean samples,
i.e., free from the backdoor trigger. The adversary remains stealthy,
maintaining high accuracy on clean samples to avoid detection.

We show the overview of our backdoor attack in Figure 1. In the
first step, similar to the usual FL systems, the server sends learnable
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Figure 1: Targeted backdoor attack on prompt learner in FL

weights of the prompt learner to each client. Then, each client
optimizes the weights for each epoch. During local updating, a
backdoor patch is implanted in target images—for instance, a subtle
perturbation embedded in chest X-rays of COVID-19 patients. This
manipulation aims to trick the model into misclassifying infected
patients as healthy. Finally, the learnable prompts, now influenced
by the backdoored data, are sent to the server, aggregated, and
returned to each client, propagating the attack across the FL system.

We describe our approach mathematically as follows. For the 𝑖-th
image 𝑥 on client 𝑐 with label 𝑦, we create a prompt by combining
a learnable prompt vector 𝑃𝑐 with class labels to form a class-
specific input for the text encoder of the model as 𝑠𝑐

𝑖
= {𝑃𝑐 , 𝑦𝑖 }. The

dataset, 𝐷 can be split into two parts, the clean dataset 𝐷𝑐𝑙𝑒𝑎𝑛 and
𝐷𝑝𝑜𝑖𝑠𝑜𝑛𝑒𝑑 which is formed by converting the original clean samples
into backdoored samples by injecting triggers and changing clean
label to a target label. For a clean sample the model gives a cosine
similarity score as: 𝜃 (𝑥𝑖 ) = 𝑐𝑜𝑠𝑖𝑛𝑒 (𝜃𝐼 (𝑥𝑖 ), 𝜃𝑇 (𝑠𝑐𝑖 )), while for a back-
doored sample 𝐵(𝑥𝑖 ), the model gives a cosine similarity score as:
𝜃 (𝐵(𝑥𝑖 )) = 𝑐𝑜𝑠𝑖𝑛𝑒 (𝜃𝐼 (𝐵(𝑥𝑖 )), 𝜃𝑇 (𝑠𝑐𝑖 ). Since the prompt vectors are
learnable, the client’s objective is to achieve the highest similarity
scores by optimizing 𝑠𝑐 . Therefore, the optimization process will
tune the learnable prompt with the incorrect target label, which will
lead to misclassification of the input. At the end of every training
round, the prompt vectors from every client to the server are sent
to the server where they are aggregated as 𝑠 = 1

𝑁

∑𝑁
𝑐=1 𝑠

𝑐 .

3 EVALUATION
Experimental setup: We evaluate backdoor attacks on two med-
ical foundation models (MedCLIP and PLIP) with three datasets:
COVID-X and RSNA18 (chest X-rays) and KatherColon (histopathol-
ogy). MedCLIP is pre-trained on chest X-rays, while PLIP is trained
on histopathology images. Using an NVIDIA GPU cluster, we com-
pare our method to BAPLE [4], a centralized backdoor attack with
5% poisoning, 32 shots, a 0.02 learning rate, and a 24×24 trigger
patch in the bottom-left corner, and per-class attack evaluation.
Observations: We report clean accuracy (CA) on clean test data
and backdoor accuracy (BA) on the percentage of poisoned samples
classified as the target label. Firstly, Table 1 shows that in a federated
setting, the attack retains good performance on the clean dataset
and in some cases even achieves better results than the centralized
scenario. However, we note that backdoor attacks are significantly
weaker in the FL as compared to centralized models. We see the
highest drop in backdoor accuracy for the Kather dataset; with
90.81% in centralized vs 27.71% in FL. For RSNA, even though the
backdoor accuracy drops from 100% in centralized to 61.07% in FL,
the backdoor accuracy is significant enough, indicating potential
vulnerabilities in the federated setting too. The distributed nature
of FL reduces the impact of poisoning, lowering BA. Even with 50%
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Figure 2: Impact of increasing data poisoning percentage

Table 1: Vulnerablity Analysis of Healthcare Applications.

Dataset Model Avg Clean Accuracy Avg Backdoor Accuracy
Centralized FL Centralized FL

RSNA18 Medclip 49.53 62.8 100 61.07
COVID Medclip 81.75 81.8 99.85 50
Kather Plip 89.46 90.81 97.36 27.71

poisoned data, BA remains lower than in centralized settings with
just 5% poisoning. Figure 2 illustrates this per-class trend.
Impact: Our experiments demonstrate how amalicious participant
can embed backdoor triggers that fool FL models into misclassify-
ing infected patients as healthy. Despite minimal poisoning, the
backdoor remains covert, revealing the vulnerability of real-world
healthcare deployments. Such targeted misdiagnoses underscore
the urgent need for robust defenses in medical imaging FL systems.

4 CONCLUSION & FUTUREWORK
We provide key insights into the security challenges of FL with
prompt-based multimodal foundation models, but they have sev-
eral limitations. We experiment on a small scale (<10 clients) as a
proof of concept, necessitating larger-scale deployments for more
realistic evaluation. We focused solely on medical datasets, limiting
generalizability; future work should explore diverse datasets to
assess broader security implications. While our empirical analysis
highlights attack impacts, a complementary theoretical study is
needed to deepen understanding and inform defenses.We compared
against only one baseline, and future work should use additional
baselines, attacks, and state-of-the-art defenses. Addressing these
limitations will enhance the robustness of prompt-based FL.
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